Scenario for running a MPI job across sites

1: Submission
2: Resource Discovery
3: Negotiation Agreement
4: Reservation (Co-Allocation)
5: Execution
6: Execution
7: MPI Initialization
8: Accounting
8: Monitoring
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